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Abstract

The effects of oceanic whitecaps on ocean color imagery is simulated and inserted into the Sea-

viewing Wide-Field-of-View Sensor (SeaWiFS) atmospheric correction algorithm to understand its

tolerance to errors in the estimated whitecap contribution. The results suggest that for wind speeds

< 10 – 12 m/s present models relat~g w~tecap reflectance to wind speed are sticiently accurate

to meet the SeaWiFS accuracy goal for retrieval of the water-leaving radiance in the blue when the

aerosol scattering is weakly dependent on wavelength. In contrast, when the aerosol scattering has

a strong spectral signature the retrievals will meet the goal only when the whitecap reflectance is

underestimated.

Introduction

The Sea-viewing Wide-Field-of-View Sensorl (SeaWiFS) for studying oceanic primary pro-

ductivity through observations of ocean color is scheduled for launch in mid 1994. This scanning

radiometer’s heritage was the Coastal Zone Color Scanner2’3 (CZCS), which provided ocean color

imagery from 1978 to 1986. Since -80 to 100% of the radiance exiting the top of the atmosphere

over the oceans in the visible is the result of scattering in the atmosphere, isolating the radiance

exiting the ocean (the “ocem color”) requires accurate removal of the atmospheric contamination.

This is termed atmospheric correction.

In a recent paper, we presented am algorithm for the atmospheric correction of SeaWiFS.4

Briefly, the total radiance L\~)(A) measured at the top of the atmosphere at a wavelength A can

be decomposed as follows:

L(m)= Lr + La + L.. + tLw. + ~Lw,t (1)
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where Lr is the radiance resulting horn multiple scattering by air molecules (Rayleigh scattering)

in the absence of aerosols, L= is the radiance resulting ftom multiple scattering by aerosols in the

absence of the air, Lra is the interaction term between molecular and aerosol scattering,5 LWC(A)

is the radiance at the sea surface arising from sunlight and skylight reflecting from individual

whit ecaps on the surface, and Lw (A) is the desired water-leaving radiance, i.e., the radiance exiting

the ocean. Note, both Lwc and Lw are measured at the sea surface. Radiance arising from specular

reflection of direct sunlight from the sea surface (sun glitter) has been ignored because SeaWiFS

can be tilted away from the glitter pattern. In this equation, t is the dMuse transmittance of

the atmosphere.

approximated by

The dilTuse transmittance for a viewing angle t?. with respect to the nadir is

t(6V) = exp –
[ (;+ ~~z(~)) (:)]ta(ev),

(2)

where

[1 - q#’=(pv)]T=
t=(OV) = exp[- ~V ], (3)

r, ~oz, and ~a are, respectively, the Rayleigh, Ozone, and aerosol optical thicknesses,p. = Cose”, T

and Wa is the aerosol single scattering albedo. F. (p. ) is related to the scat teri.ng phase function of

the aerosol and is given by
1

F=(/uv) = ~
J

Pa(a) dp d~,
47r ~

where Pa(a) is the aerosol phase function (normalized to 47r) for a scattering angle a, and

cosa = pp. + /(1 – p2)(l –p~)cos~.

If OVis ~ 60° the factor [1 – w. Fa(pU )] is usually <1, so t= depends only weakly on

optical thickness and this dependence is usually ignored. It is important to note that

the aerosol

the diil’use

transmittance takes into account the interaction between all of the Light leaving the sea surface

LW + Lwc and the atmosphere, e.g., when the sensor views a given pixel, it accounts for the light

from that pixel transmitted through the atmosphere as well as the light from all the other pixels

that is scattered into the field of view of the sensor, assuming that Lw + Lw= is the same for

all pixels. Equations (2) and (3) are exact in the single scattering approximation, i.e., when the

exponential are expanded and terms of second order or higher in the ~’s can be ignored.
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The goal of the atmospheric correction is the retrieval of LW horn L\m). It is convenient to

convert radiance (L) to reflectance (p) defined to be TL/Fo cos 00, where I’. is the extraterrestrial

solar irradiance, and 190is the solar zenith angle. Then Eq. (1) becomes

P\m)(~) = Pr + pa + pm + ~pw, + tpw. (4)

Our correction algorithm4 ignored whitecaps, i.e., (~) – ~pwcit assumes that the quantity p: = pt

is provided. It then utilizes p~ in the near infrared (NIR) at 765 and 865 run, where p~ can be

taken to be zero, to choose an aerosol model from a set of candidate models. This aerosol model is

then used to predict p. + p,. in the visible, which when combined with pr, yields the desired tp~.

To iwsess the efficacy of the algorithm, we simulated pf using aerosol models which were similar,

but not identical, to the candidate aerosols models. The simulated pt was used as pseudodat a for

insertion into the correction algorithm. The error Ap in the retrieval of tp~ at 443 nm was nearly

always found to be ~ 0.002 and often ~ 0.001. This meets the SeaWiFS goal of retrieving LW

at 443 m to within +5Y0 in waters with low phytoplankton pigment concentrations (C), e.g., the

Sargasso Sea in summer.

““) to pt. In this paper weOperation of the algorithm requires estimation of p~c to convert pt

will estimate the infiuence of error in puc on the retrieved pW.

Whitecaps

It is useful to define the normalized water-leaving radiance,8 [LW]N, according to

~w(~) = [LW(A)]N COSd~ t(do, ~).

The normalized water-leaving radiance is approximately the radiance

(5)

that would exit the ocean in

the absence of the atmosphere with the sun at the zenith. It has proved useful in the analysis of

ocean color imagery because for J ~ 520 nm it is nearly independent of C for C’ ~ 0.3 mg/m3. The

normalized water-leaving radiance can easily be converted to normalized water-leaving reflectance

[PW]N through

[fhu]N = :[~w]N,
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and Eq. (5) becomes

flw(~) = [Pw(~)]N~(eo, A). (6)

As in the case of the normalized water-leaving radiance, we define the normalized whitecap

reflectance (or the albedo) [PWC]N to be the average reflecttmce of the ocean surface (over several

pixels) at the sea surface resulting from the whitecaps in the absence of the atmosphere. Then the

radiance leaving the surface from whitecaps is

F. COS 60
LWC(A) = [pwc(A)]~ ~ t(eo, A),

where the whitecaps are assumed to be lambertian. Converting to reflectance we have

ALK(~)= [Pwc(~)]Nq~o, ~),

which is similar in form to Eq. (6). At the top of the atmosphere, the whitecaps contribute

tpwc(A)= [pwc(A)]~t(eo,A)t(ov, A).

‘~) is the estimation of [p~.]~.The problem to be faced in removing tp~. from pt

It is obvious that the fraction of the sea surface covered with whitecaps is related to the wind

speed W; however, it is also related to the atmospheric stabil.ity,7’s and possibly to the water

temperature itself.g If TA and Tw are the air and water temperatures, respectively, then a measure

of the stability is the air-sea temperature difference AT = TA – Tw, with AT > 0 implying a

stable atmosphere. Unfortunately, [pWc]N has not been related to these quantities directly. Rather,

the fraction ~ of the sea smface covered by whitecaps is usually related to W, AT, and Tw. The

reflectance [pWC]N is then taken to be ~ times rWc, the effective reflectance of a whitecap.l”’ll For

the spectral rage of interest to SeaWiFS the effective reflectance is almost independently of A

and has been determined by Koepkell to be ~ 22%. To estimate [pWC]N Koepke used a statistical

expression derived by Monahan and O ‘Muircheartaigh13 summarizing the very noisy relationship

between ~ and W:

~ = 2.95 X 10-8 W3SZ,
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where W is in m/s. Later Monahan and O ‘Muircheart aighl’ modified the expression to

f = 1.95x 10-6 w’”” exp[-o.0861AT],

which included the influence of the atmospheric stability. Using Koepke’s tiective reflectance we

have computed ~W.]N as a function of the wind speed and stability (Figure 1). The two expressions

give qualitatively similar values of [PW=]IV. A variation in AT of +5° C would appear to cause a

variation in [pWC]N of w +0.001 when W w 12 m/s. For reference, the annuaZ mean of AT is –0.1

to –1.5°C, and the annual mean wind speeds are between 5 and 9 m/s.ls

I 1
I

I I K I 1 I I 1
I

1 1
0.C09

t-
— Ko#e (19S4)

-i

0.00s

[

---- Momhanand O’Mu”
(AT= -5.-UX&&i@(”M)

0.007 0 Monahm (1971] Feti>llDkm

0SX)6 ● Monahsn (1971) Femb<llYY3km 1
0

O.m — o

0.004—
o

0.003— 8

0.002—

0.001—

O.oocl
o 2 4 6 8 10 12 14

Windspeed (lllh)

Figure 1. [pWC]N = rWc~ as a function of wind speed
and atmospheric stability. For the Monahan and
0’Muircheartaigh14 relationship, the lower the value
of [pWc]N the greater the stability of the atmosphere.

To provide an appreciation for the variance in the [pWC]N vs. W relationship, Figure 1 alSO

includes experiment al results from one data set .“ These data for f have been converted to [PWC]N

by assuming a whitecap effective reflectance of 22%. The result clearly shows that the mean [PWC]N

can be expected to have a standard deviation approximately equal to the mean itself, i.e., for a

given W ~ 10 m/s [~Wc]N can range from O to approximately twice the mean. Other data sets are

similar, e.g., see Monahan and 0’Muircheartaigh.13

6
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From the data presented by Bortkovskii ,9 there appears to also be a dependence on the water

temperature itse~ however, as pointed out by Monahan and 0’Muircheartaigh,*4 it is not clear if

the effect is real or due to the fact that the cold water measurements may not be representative

because the seas may not have been fully developed in regions where such measurements have been

made. For fully developed seas, ~ w W~, and for nonfully developed seas the value of q is reduced.

Thus, the value of the exponent depends in some manner on the “duration” of the wind in the open

ocean (where there is no fetch limitation).

Whitecap Influence on LWRetrieval

In this section we examine the influence of whitecaps on the accuracy of the pW retrieval. For

simplicity we take pW = O at all wavelengths. As before, we will indicate the reflectance measured

‘m) The measured reflectance consists of two parts, that whichat the top of the atmosphere as pt .

would be measured in the absence of whitecaps and the reflectance added by the whitecaps tp~=,

i.e.,

(m) =
Pt Pt + tpwc. (7)

In the computation of t, t. is set equal to unity for simplicity. The validity of this equation is

discussed in Appendix I. The pW retrieval algorithm must be operated with pt rather than Pt ,
(m)

thus it is necesszuy to estimate the whitecap reflectance p~.. This is accomplished by using W, AZ”,

and Tw as discussed above. However, since the relationship between pWC and these parameters is

only poorly established and very noisy (Figure 1), there can be considerable error in the estimated

p~c. Thus, we need to know the influence of an error in pWc on the pu retrieval. We can understand

how the error propagates through the algorithm by considering single scattering. Assuming that

the single scat tering algorithm provided in Appendix II is exact,

t(Ai)Pw(&) = pt(~i) – pr(~i) – E(~i, ~I)[Pt(k) – A.(k)], (8)

where Ai is the wavelength of the band for which we want to retrieve pW, and Al is the longer of

the two NIR bands. Now, we use pt‘m) in the algorithm rather than pt, but try to correct it for the

‘e) Then, lettingpresence of whitecaps by subtracting off an estimate of pWC,which we refer to as p~..
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p~(~i) represent the resulting value of pW(Ai) when the algorithm is operated with pt(~) _ ~p~j ~

place of pt, we have

Note that since the whitecaps also add radiance to the NIR bands, the extrapolated value of& will

be incorrect. We have indicated the incorrectly estimated value of& by s(e). Combining Eqs. (7)

and (8) and noting that t(~) in Eq. (9) is really t(~v, A), that pWc(~) = t(60, A)[pWc(A)]N, that

[p~~(~)]~ is ~dependent of ~, and writing E(e)(Ai, Al) = e(Ai, Al) + A&(Ai, Al), we have

where Ap = t(.Ai)[P~(Ai) – PW(~i)], the error in the retrieved value of t~u(. Ai), ~d ApWc = [pWc]N –

[pJ~), the error in the estimated value of [pW=]N. As mentioned above, the pmameter c(e)(~~, Al)

is estimated from EICI(A,, Al), where A, is the shorter of the two NIR bands, by extrapolation.

Because of whitecap influence in the NIR, &(e)(A,, Al) will be in error by

A&( A,, A/) = [1 – ~(&Al)]~, (11)

where we have taken t(~.) = t(~l) = 1 since r. and ra me both small in the NIR The quantity

X is defined to be ApWc/[pt(Al) – p,(A1)], i.e., the ratio of the error in the whitecap reflectance

to the reflectance caused by the aerosols at Al. Since s is usually ~ 1, A&( A,, Al) and ApWC will

normally have opposite signs. Thus, A&(Ai, Al) will usually have a sign opposite to ApWC and these

two terms in Eq. (10) will tend to cancel.

It is illustrative to estimate Ap for nadir viewing (scan center) with the sun near but not at the

zenith (to avoid sun glint in the nadir view). In this case at Ai = 443 nm, t((lo, 443) = t(OV, 443) =

0.87, and with Al = 865 nm, t(f?o,865) x t(8V,865) x 0.99, so

Ap(443) x -ApWc [0.98&(e)(443, 865)_ 0.76] _ As(443, 865) ~t(.li) _ pr(~i)]. (12)

Gordon and Wang4 show that the values of e(443, 865) range from -1 (for their Maritime models)

to *2.5 (for their Tropospheric models). For the Maritime aerosol, the observed closeness of

~(~ij~l) to tity for all Ai suggests that A&(Ai, Al) = O, so Ap(443) z –0.22ApWC, or typically,

8
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lAp(443)l < lApWC1. In contrast, for the Tropospheric aerosol Ac(~,, ~~) no longer Vfishes and the

term containing A&(.Ai} Al) becomes very important, even dominant, because pt(~i) – pr(~i) cube

large in the blue due to the extreme spectral selectivity in aerosol scattering for this model. Thus,

for these aerosols, it is possible that IAp(443) I > ]APWCI. Clearly, whitecap effects =e expected to

be most important for aerosols with a strong spectral variation their in optical properties.

The derivation above is simply for the purpose of showing how the error propagates using a

simplified algorithm. To provide quantitative estimates, we have carried out similar computations

using the complete multiple scattering algorithm.’ This was accomplished by simulating pt for a

totally absorbing ocean with a smooth Fresnel-reflecting surface, in the absence of whitecaps. The

measured value of the reflectance is then pt‘m) in Eq. (7). Subtracting tp~? from both sides of

Eq. (7) we obtain

(’”) – @j = pt +Pt tApWC = p~e),

‘e) is the estimated value of pt after correcting for the presence of whitecaps. The estimatedwhere p:

(e) .
value pt IS then used in place of pt in the atmospheric correction algorithm and the error Ap in

the retrieved tpW at 443 run is computed. The correction algorithm is m implementation of the

algorithm provided in Ref. 4, with their Maritime, Coastal, and Tropospheric models at relative

humidities (RH) of 50%, 70%, 90%, and 99% serving as twelve candidate aerosol models. The error

in tpW at 443 run, Ap(443), was computed for the Maritime, Coastal, and Tropospheric models with

RH = 80% (not one of the candidate aerosols) and for ApWc = +0.001, +0.002, and +0.004. The

results are provided in Figures 2a–2f. For convenience we present the results for the Maritime and

Tropospheric models at the scan center only. Note the expanded scale for Ap for the Tropospheric

cases (Figures 2b, 2d, and 2f). Also, in contrast to the single scattering analysis above, in which it

was assumed that the correction algorithm itself was exact in the absence if whitecaps, the proposed

SeaWiFS algorithm is not error free and in fact the error can be quite large, e.g., in the case of

the Tropospheric aerosol. These simulations agree qualitatively with the single scattering model,

i.e., the additional error induced by incorrectly assessing the whitecap reflectance is << [APW.I in

the Maritime case ad w lApWc[ or larger in the Tropospheric case. However, they also provide a

quantitative estimate of the ovendl error induced by the interaction of whitecaps and the correction

algorithm
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Dlscusslon

The simulations presented above suggest that in the case of an atmosphere with a Maritime

aerosol, which shows little or no spectral selectivity in scattering, rather l=ge errors in the estimated

[~uJ.]N cm be tolerated. In fact, even for ApWc = +0.008 (not presented) all of the retrieval errors

Ap = tApW, with the exception of one case, can be plotted on the same scale as Figures 2a, 2c, and

2e, i.e., [Apl ~ 0.002. Note that Ap includes the effect of errors in the correction algorithm itself.

This robustness of the atmospheric correction algorithm to whitecap contamination owes to the

fact that it treats whitecaps as aerosols, and since Maritime aerosols and whitecaps have similar

spectral signatures, the whitecaps =e removed along with the aerosol as long as ApWc is not too

large. However, since the correction algorithm tries to assess and account for multiple scattering,

if pW= becomes too large the assessment will be incorrect and a large Ap will result.

In contrast to whitecaps, the Tropospheric aerosol has a strong spectral signature. When

this aerosol is present the whitecaps reduce the apparent spectral signature of the aerosol and

an incorrect model is chosen to assess the multiple scattering. This causes larger errors for the

Tropospheric case compared to the Maritime aerosol. However, with the exception of 190= 10°,

which will often be contaminated by sun glitter at the scan center, we find lAp[ s 0.002 as long as

lApWcl <0.004 and 80<60°. We note that it appears that in this case it is better to underestimate

p~. i.e., Ap~c >0. In fact, APWC can be as large as +0.008 and the error in tpW can still be plotted

on the same scale as Figures 2b, 2d, and 2f.

The observations above suggest that a good strategy for

‘~). In fact,underestimate somewhat their contribution to pt

dealing with whitecaps may be to

given the wind speed, if Koepke’s

estimate of [pWC]N is chosen, and if the data in Figure 1 are representative, then with the exception

of one data point (W = 12.8 m/s, [PWC]N = 0.00025 sr–l), –0.002 ~ ApWc ~ 0.0035. For the

Maritime aerosol case, tpW can be retrieved with an error less that ~ + 0.001 and with the

exception of small solar zenith angles, the error is ~ + 0.002 for the Tropospheric aerosol for

(?O s 60°. Since underestimation of the whitecap contribution appears to be most important

for aerosols that scatter with a strong spectral signature, it may be necessary to preprocess the

10
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imagery to derive coarse values for &(.Ai, At); i.e., to det errnine the spectral selectivity y of the aerosol

scattering, and to use this information to modify the relationship between [pW.]N and W, AT, etc.

- It is interesting to note that the influence of the whitecaps is usually reduced at hxrge solar

zenith angles, e.g., 00 ~ 60° (Figures 2b, 2d, and 2f). This is fortuitous, since the mean winds

tend to be higher at higher latitudes.1s

For highly reflecting waters a modification to the analysis is required. In particular, Eq. (7)

should be replaced by

~jm)
= pt + QLDc – ~fpw,

where t~pW is the original contribution to the reflectance from areas that are now covered by

whitecaps. The last term in this equation can be written

‘t(d~, Aj)i!(OO, A~)~[~~(.4~)]~

so there will be an additional error ‘t(Ov, ~i)t(oO, ~i).f[Pw(Ai)lN in the retrieval of tpW (Ai ). Note

that we require that [pW]N = O in the NIR in order to effect atmospheric correction, so at 443 run

the above error is simply added to Ap in Figure 2. In waters with very low C, [pW]N cim reach

0.04; however, it decreases rapidly with increasing C. So, typically the change in lApl values at 443

nm from those in Figure 2 will be < 0.001 and usually <<0.001. In contrast, for highly reflecting

waters, e.g., coccolithophore blooms for which it is possible for [pW]N x rw., the absolute error can

be significantly higher; however, since the reflectance is proportionately higher, the tolerance on

lApl for recovering the water-leaving radiance within 5% is also proportionally higher.

Concluding Remarks

The simulations presented here suggest that present models of oceanic whitecaps, although

very incomplete (Figure 1) may be good enough to allow retrieval of LW from SeaWiFS imagery,

in an atmosphere dominated by Maritime-like aerosols, with u accuracy within stated goals for

wind speeds ~ 10 – 12 m/s. For an atmosphere dominated by Tropospheric-like aerosols (or any

aerosol which scatters with a strong spectral signature), the simulations suggest that as long as the

whitecap reflectance is not overestimated, the LW accuracy goal can be met for 80 ~ 60°; however,

11
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the error is roughly twice a large as for the Maritime-like aerosol. Uncertainty in [pWC]N may set

the ultimate limit on the accuracy with which the water-leaving radiance can be retrieved horn

ocean color imagery.

A by product of our atmospheric correction algorithm is an estimate of the aerosol optical

thickness. Our simulations suggest that ra = 0.05 produces a reflection contribution p= + p,. at

865 nm of between 0.004 and 0.008, depending on the aerosol type, e.g., Maritime or Tropospheric.

Thus an error of +0.004 in tpW= would cause an error in ~. of +0.025 to +0.05. Whitecap uncertainty

probably sets the lower limit with which aerosol properties can be retrieved from satellite radiances.

Finally, it is important to note that the whitecap reflectance models used in this paper are

based on subjective observations relating the fraction of sea surface covered by whitecaps to the wind

speed, air-sea temperature diference, etc., and observations of the “mea” reflectance of individual

whitecaps. We believe that it is important to test the efficacy of these models for predicting [PW=]N.

This could be determined by measuring the reflectance enhancement by whitecaps using imaging

radiometers operated from aircraft at high and low altitude.

12
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Appendix 1:Valldlty of Eq. (7)

Implicit in Eq. (7) is the assumption that all of the interaction between the whitecaps and the

atmosphere can be described by the difTuse transmit tantes provided in Eqs. (2) and (3), and that

t. can be taken to be unity. To test this Monte Carlo simulations (with pw = O) were performed

““) the reflectance in thein which pt, the ocean-atmosphere system reflectance with ~ = O, and p:

presence of lambertian-reflecting whitecaps (~ = 0.02), were computed. The value of p$~) – p~ was

then compared with tpWc, i.e., Eq. (7) with t. = 1. The resulting error in the whitecap contribution

using Eq. (7),

is provided in Table

viewing. Clearly, Eq.

1 for T=(865) = 0.2, the Maritime aerosol model (RH = 80%), and nadir

[7) estimated the contribution of whitecaps to the reflectimce at the top of

Table 1: % error in Eq. (7) at 443 and 865 nm.

EEEEEl
00 6(443) 6(865) 8.(443) 6a(865)

the atmosphere with an error ~ 10%. We ~SCI tested Eq. (7) with t= given by Eq. (3). This led

to the errors indicated by 6. in Table 1. We note that the inclusion of t= increases the error at

443 nm, but decreases it at 865 nm. Because of this, we let t= = 1 for simplicity. A similar test

for 80 = 80° was attempted; however, the Monte Carlo simulations could not be performed with

sufficient accuracy to be able to estimate $ or 6.. From Figure 1, for f = 0.02, [pwC]N = 0.0044, so

the error in Eq. (7) is ~ 0.0004 in the worst case for 00<60°. Thus, our procedure for estimating

““) should be accurate to within w 0.0004 and often significantly more accurate.Pt

13
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Appendix 11:Single scattering

In the single scattering approximation, i.e., in the approximation that photons can only scatter

once in the atmosphere, the total reflectance at A is given by

Pt(A) = Pr(A) + P=,(J) + t(~)Pw(~)r (13)

where

(14)Pa4(~) = ~a(~)r.(~)pa(O., do, ~)/4 COS8VCOS00,

P.(%,00,A) = pa(~-,~) + (r’(o.) + r(eo))P.(8+, ~),

Cos e+ = * Cos 80 Cos t?v – sin (?I)sin 00 Cos(q$. – +0),

and r(a) is the Fresnel reflectzmce of the interface for an incident angle a. The parameters ~a(~),

LOa(A), and Pa(a) A) are, respectively, the aerosol optical thickness, the aerosol single scattering

albedo, and the aerosol scattering phase function for a scattering angle a. The angles 80 and #o

are, respectively, the zenith and azimuth angles of a vector from the point on the sea surface under

examination (pixel) to the sun, and likewise, O“ and & are the zenith md azimuth angles of a

vector from the pixel to the sensor. These are measured with respect to the upwatrl normal so 90

and 00 zue both less than 90°. Note that we have ignored sun glitter and are assuming that the

contribution from whitecaps has been subtracted from the measured reflectance to yield pt.

Following the approach described in the text, we assume that pW = O at two bands in the NIR

at ~. and Al, where the subscript “s” stands for short and “1” for long, e.g., for SeaWiFS A, = 765

nm and Al = 865 nm. Given estimates of the surface atmospheric pressure and the wind speed,

p~(~) C= be computed essentially exactly and, therefore, pa,(~. ) and p., (Al) are determined from

the associated measurements of pt(~). This allows estimation of the parameter s(A,, Al):

(15)

If we can compute the value of t(~i, ~1) for the SeaWiFS band at ~i horn the value of &(A,, Ai), this

will yield ~as(~i)$ which, when combined with pr(~i), provides the desired ~W(Ai). The key to this

proceduxe is the estimation of &(Ai, ~1) from E(A,, Al), which is usually effected by extrapolation

according to some

aerosol models.

empirical “law, ” e.g., Gordon et al.le used &(Ail ~1) = (~l/~i)n, while we4 use

14
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Figure 2a. Error in the retrieved t(443)~W (443)
for viewing at the center the scan with a Mar-
itime aerosol at RH = 80?70as a function of the
solar zenith angle with T~(865) = 0.2 and an
error of Apwc in the estimation of pvt. Solid
circles are for Ap~C = O, solid squares are for
Apuc >0.
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Figure 2c. Error in the retrieved t(443)pw (443)
for viewing at the center the scan with a Mar-
itime aerosol at RH = 80y0 as a function of the
solar zenith angle with ~.(865) = 0.2 and an
error of ApWc in the estimation of pw=. Solid
circles are for ApW= = O, solid squares are for
ApWc >0.
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Figure 2b. Error in the retrieved t(443)p~(443)
for viewing at the center the scan with a Tro-
pospheric aerosol at RH = 80~0 as a function
of the solar zenith angle with TO(865) = 0.2
and an error of ApW= in the estimation of PUC.
Solid circles are for ApWc = O, solid squares
are for Apwc > 0.
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Figure 2d. Error in the retrieved t(443)p~ (443)
for viewing at the center the scan with a Tro-
pospheric aerosol at RH = 80% u a function
of the solar zenith angle with TS(865) = 0.2
and an error of ApW= in the estimation of PUC.
Solid circles are for Ap~~ = O, solid squares
are for Ap~c > 0.
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Figure 2e. Error in the retrieved t(443)P” (443)
for viewing at the center the scan with a MaI-
itime aerosol at RH = 80% s a function of the

solar zenith angle with T.(865) = 0.2 and an
error of Apwc in the estimation of pWC.

Solid

~rc.les are for ApW= = O, solid squares are for
ApWc >0.
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Figure 2f. Error in the retrieved t(443)pW (443)
for viewing at the center the scan with a Tro-

pospheric aerosol at RH = 80?70s a function
of the solar zenith angle with ~a(865) = 0.2
and an error of Apu Cin the estimation of puIc.

Solid circles are for Ap~~ = O, solid squares
are for APwc > 0.
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